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Abstract. In this paper, two-parameter eigenvalue problems in terms matrix equations are considered. It is

intended to report on a general framework on bifurcation points of the two-parameter matrix eigenvalue problems.

Moreover, some results on partial derivative of matrix determinant involved in numerical scheme for computation

of bifurcation points are also derived.
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1 Introduction

Two-parameter matrix eigenvalue problem consists of the following system of matrix pencils

P1(λ, µ)u1 := (M10 − λM11 − µM12)u1 = 0, (1)

P2(λ, µ)u2 := (M20 − λM21 − µM22)u2 = 0, (2)

where 0 ̸= ui ∈ Ri and Mij , i := 1 : 2, j := 0 : 2 are real matrices of order n× n for i, j := 1 : 2.
The eigenvalues of this problem are the roots of the equations

fi(λ, µ) := det(Pi(λ, µ)) = 0, i := 1 : 2 (3)

that solves equations (1) and (2) simultaneously. Denote the problem byW. Such a problem arise
in diverse scientific fields (Plestenjak, 2017; Atkinson, 1972; Volkmer, 1988), and the references
are therein. The origin of W can be found particularly in mathematical physics. It arises
naturally in diverse scientfic domainsPons & Gutschmidt (2017); Attia & Barton (2021). It
was (Atkinson, 1968, 1972), who first developed the theory for W with an unified approach
on certain tensor product space. Researcher studied the spectral theory of W extensively over
the years (Ghosh & Alam, 2018; Sleeman, 1978; Ringh & Jarlebring, 2021; Gil, 2016; Košir,
1994), elsewhere. A lot of numerical methods have also been developed so far to address the
numerical solution of the problemW (Dong et al., 2016; Plestenjak, 2000; Rodriguez et al., 2018;
Hochstenbach et al., 2005; Hochstenbach & Plestenjak, 2008; Ji, 1992).

The problem W can be converted into a single equation by considering the following matrices

M0 =

(
M10 0
0 M20

)
;M1 =

(
M11 0
0 M21

)
;M2 =

(
M12 0
0 M22

)
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with order n2 × n2. Then, in one equation the problem W reduces to

P(λ, µ)u := (M0 − λM1 − µM2)u = 0, (4)

where u := (u1, u2)
T and P(λ, µ) := M0−λM1−µM2 which depends linearly on the parameters

λ, µ ∈ R. Denote the problem represented by the equation (4) by P. The eigenvalues of P are
the pair (λ, µ) that solves the equation (4) for some u ̸= 0, called right eigenvector. Similarly, if
there exist vector 0 ̸= v such that v∗P(λ, µ) = 0, then v is called left eigenvector corresponding
to the eigenvalue (λ, µ). Again, the eigenvalues of P can be obtained as the roots of the equation
given by

f(λ, µ) := det(P(λ, µ)) = 0. (5)

The equation (4) can be rewritten as

(M0 − µM2)u = λM1u. (6)

Equation (6) represents a generalized eigenvalue problem. For different values of µ, the solution
of λ not always exist for the problem (6). But, if the matrix M1 is invertible, then the equation
(6) reduces to ordinary eigenvalue problem M−1

1 (M0 − µM2)u = λu that yield solution of λ for
all values of spectral parameter µ, possibly complex. If all the matrices present in the matrix
pencil (6) are of odd order, then by fundamental theorem of algebra there must exit at least one
real root of λ(µ),∀µ. Moreover, all solution of the problem (6) are real if matrices Mi, i := 0 : 2
are symmetric as well as M1 is positive. Thus, if the problem P has a continuum solution, then
numerical methods available for the generalized eigenvalue problem can be used to find simple
eigenvalues for any fixed value of µ. After calculating different values of µ, the eigenvalue curves
of problem P can be obtained on which the eigenvalue lies.

The aim of this paper, is to address the intersection points of the two system of families
of eigencurves in the λ − µ plane. This point of intersection is called the bifurcation point of
P. Since the eigenvalue curves of the system (4) are algebraic functions, therefore they enjoys
algebraic properties. Bifurcation points plays a crucial rule in some applied problems. This
paper inspired by the paper Khlobystov & Podlevskyi (2009), where bifurcation points of simple
eigenvalue curves of two-parameter problem have been calculated using iterative scheme. The
scheme contains an efficient numerical procedure for the calculation of the derivative of matrix
determinant based on LU decomposition of matrices.

Organization of the paper: In section 2, a review on some preliminaries shall be presented
which will be used in the sections to follow. Section 3 contains a general framework on bifurcation
point of two parameter problem and section 4 contains a concluding remarks on the whole work.

2 Preliminaries

Throughout the paper, we denote adj(A) as the the adjoint of the matrix A, tr(A) as the trace
of the matrix A and dA as the differential of the matrix A respectively. σ(P) shall represent the
set of spectrum of the problem P.

Definition 1. Košir (1994). An eigenvalue (λ, µ) of the problem P is said to be simple if
dim (ker(P(λ, µ))) = 1.

Proposition 1. (Ghosh & Alam, 2018) Let M be any m ×m matrix over C and Rank(M) =
m− 1. Then adj(M) = vu∗ for some non zero vectors u and v such that Mv = 0 and u∗M = 0.

Proposition 2. ((Ghosh & Alam, 2018), Jacobi formula) The mapping det : Cm×m → C, A →
det(A), is differentiable and ddet(A) = tr(adj(A)dA).
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3 Bifurcation points of Two-parameter eigenvalue problems

Consider the following finite set M consisting of points (λ, µ)

M :=
{
(λ, µ) : f(λ, µ) = 0, f

′
λ(λ, µ) = 0, f

′
µ(λ, µ) = 0

}
(7)

such thatM ̸= 0. Then, there exist bifurcation points of the problem P (Khlobystov & Podlevskyi,
2009), i.e., the bifurcation points are solutions of the system of equations

[f(λ, µ)]
′
λ := [det(P(λ, µ))]

′
λ = 0

[f(λ, µ)]
′
µ := [det(P(λ, µ))]

′
µ = 0 (8)

satisfying equation (5). Here the problem is to find the bifurcation points (λb, µb) as a solution
of the system determinant equations (8). Various numerical algorithms have been developed
Podlevskyi & Khlobystov (2010); Khlobystov & Podlevskyi (2009) to find bifurcation points,
possibly the rough estimates of the same. In Khlobystov & Podlevskyi (2009), Khlobystov et.
al., used Newton’s method to find bifurcation points of eigenvalue curves under the agrees of
the paper Podlevskyi (2007). Here, an overview on calculation of bifurcation points motivated
by the papers Podlevskyi (2007, 2008) have been presented.

Assume that (λm, µm) be some approximations to the eigenvalue (λ, µ). Then the iterative
scheme of Newton’s method considered in Podlevskyi (2007) to the numerical solution of system
(8) may be presented as

λm+1 = λm +∆λm; µm+1 = µm +∆µm, (9)

where m = 1, 2, 3 . . . and the update ∆λm,∆µm can be obtained by solving the following system
of equations

[f(λm, µm)]
′′
λλ∆λm + [f(λm, µm)]

′′
λµ∆λm = −[f(λm, µm)]

′
λ,

[f(λm, µm)]
′′
µλ∆µm + [f(λm, µm)]

′′
µµ∆µm = −[f(λm, µm)]

′
µ. (10)

System (10) can be written in the matrix form

A(λm, µm)∆u = B, (11)

where

A(λm, µm) =

(
[f(λm, µm)]

′′

λλ [f(λm, µm)]
′′

λµ

[f(λm, µm)]
′′

µλ [f(λm, µm)]
′′

µµ

)
(12)

∆u =

(
∆λm

∆µm

)
;B =

(
−[f(λm, µm)]

′
λ

−[f(λm, µm)]
′
µ

)
.

Here, the determinant of the matrix A(λm, µm), whose elements are appropriately defined at
the point (λm, µm), need to be nonzero. In each step of the iterative process it is necessary to
calculate the value of the function f(λm, µm) = det(P(λm, µm)) and its partial derivatives only
for the fixed values of the parameters λ and µ.

Generally authors uses the following Jacobi’s formula based on trace of matrix to calculate
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the partial derivatives of matrix determinants involved in (10) and are given by

fλ
′(λ, µ) = tr

(
adj(P(λ, µ))

∂

∂λ
[P(λ, µ)]

)
(13)

fµ
′(λ, µ) = tr

(
adj(P(λ, µ))

∂

∂µ
[P(λ, µ)]

)
(14)

[f(λ, µ)]λλ
′′ =

∂

∂λ
[tr

(
adj(P(λ, µ))

∂

∂λ
(P(λ, µ))

)
] (15)

[f(λ, µ)]µµ
′′ =

∂

∂µ
[tr

(
adj(P(λ, µ))

∂

∂µ
(P(λ, µ))

)
] (16)

[f(λ, µ)]λµ
′′ =

∂

∂λ
[tr

(
adj(P(λ, µ))

∂

∂µ
(P(λ, µ))

)
] (17)

[f(λ, µ)]µλ
′′ =

∂

∂µ
[tr

(
adj(P(λ, µ))

∂

∂λ
(P(λ, µ))

)
]. (18)

Theorem 1. If (λ, µ) ∈ σ(P) is any simple eigenvalue, then for some scalars 0 ̸= α, 0 ̸= β there
exist left eigenvector y and right eigenvector x of P such that

1. fλ
′(λ, µ) = ᾱβy∗ ∂

∂λ(P(λ, µ))x;

2. fµ
′(λ, µ) = ᾱβy∗ ∂

∂µ(P(λ, µ))x;

3. [f(λ, µ)]λλ
′′ = ᾱβy∗ ∂2

∂λ2 (P(λ, µ))x;

4. [f(λ, µ)]µµ
′′ = ᾱβy∗ ∂2

∂µ2 (P(λ, µ))x;

5. [f(λ, µ)]λµ
′′ = ᾱβy∗ ∂2

∂λ∂µ(P(λ, µ))x;

6. [f(λ, µ)]µλ
′′ = ᾱβy∗ ∂2

∂µ∂λ(P(λ, µ))x.

Proof. Let the eigenvalue (λ, µ) be simple. Then Rank (P(λ, µ)) := n2 − 1. Thus, using propo-
sition 2, there exist nonzero vectors u, v ∈ Cn such that adj(P(λ, µ)) := vu∗ with P(λ, µ)v = 0
and u∗P(λ, µ) = 0 for i, j := 1 : 2. Hence

tr

(
adj(P(λ, µ))

∂

∂λ
P(λ, µ)

)
:= tr

(
vu∗

∂

∂λ
P(λ, µ)

)
= u∗

∂

∂λ
P(λ, µ)v. (19)

Since eigenvalue is simple. So Dim (Ker(P(λ, µ))) = 1 for i := 1 : 2. So there exist scalars
0 ̸= α, 0 ̸= β such that u = αy and v = βx for i := 1 : 2. So

tr

(
adj(P(λ, µ))

∂

∂λ
P(λ, µ)

)
= (αy)∗

∂

∂λ
P(λ, µ)βx = ᾱβy∗

∂

∂λ
P(λ, µ)x. (20)

Proof of (i) follows from equations (20) and (13). Similarly, (ii) can be proved by considering
the derivative w.r.t µ. Again,
∂
∂λ

(
tr
(
adj(P(λ, µ)) ∂

∂λP(λ, µ)
))

= ∂
∂λ

(
u∗ ∂

∂λP(λ, µ)v
)

= u∗ ∂2

∂λ2P(λ, µ)v
= ᾱβy∗ ∂2

∂λ2P(λ, µ)x.
Thus,

[f(λ, µ)]
′′
λλ := ᾱβy∗

∂2

∂λ2
P(λ, µ)x. (21)

Proof of (iii) follows automatically from equations (21) and (13). Equations (iv), (v) and (vii)
can be proved in a similar manner.
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Theorem 2. Let the matrix (
y∗ ∂2

∂λ2P(λ, µ)x y∗ ∂2

∂λµP(λ, µ)x
y∗ ∂2

∂µλP(λ, µ)x y∗ ∂2

∂µ2P(λ, µ)x

)
(22)

is nonsingular with ym and xm as the corresponding approximate left and right at the simple
eigenvalue (λm, µm). Then the coefficient matrix A(λm, µm) defined in (12) is nonsingular for
simple eigenvalue.

Proof. Let xm and ym be the mth approximations of right and left eigenvectors corresponding
to the eigenvalue (λm, µm). Using Theorem 1, the coefficient matrix A(λm, µm) defined in (12)
at (λm, µm) reduces to

A(λm, µm) =

(
ᾱβy∗m

∂2

∂λ2P(λm, µm)xm ᾱβy∗m
∂2

∂λµP(λm, µm)xm

ᾱβy∗ ∂2

∂µλP(λm, µm)xm ᾱβy∗m
∂2

∂µ2P(λm, µm)xm

)

A(λm, µm) = dai(ᾱβ, ᾱβ)

(
y∗m

∂2

∂λ2P(λm, µm)xm y∗m
∂2

∂λµP(λm, µm)xm,

y∗m
∂2

∂µλP(λm, µm)xm y∗m
∂2

∂µ2P(λm, µm)xm

)
. (23)

Thus the nonsingularity of A(λm, µm) depends on the nonsingularity of the left hand side matrix
in the equation (23). Hence the theorem.

Example: (Khlobystov & Podlevskyi, 2009) Consider the homogeneous vertical beam under
the influence of a vertical load. If the ends of the beam are restrained, then the problem is
modeled into a spectral problem represented by the following fourth order differential equation

y(iv)(x) + 2µy
′′
(x)− λy(x) = 0, (24)

where x ∈ [0, 1] with boundary conditions y(0) = y
′
(0) = y(1) = y

′
(1) = 0.

Using discretization techniques on (25) the problem can be converted into a problem in matrix
form. Approximating the equation (25) by finite-difference scheme on the interval [0, 1] with a
step size h = 1

m+1 the following system of equations can be obtained

Yj+2 − Yj+1 + 6Yj − 4Yj−1 + Yj−2

h4
− λYj +

2µ(Yj+1 − 2Yj + Yj−1)

h2
= 0; j := 1 : m,

Y0 = 0 = Ym+1, Y1 = Y−1, Ym+2 = Ym.

In matrix form
P(λ, µ)u := (M0 + λM1 + µM2)u = 0. (25)

Here u = (Y1, Y2, Y3, . . . , Ym) ∈ Rm. M1 is a diagonal matrix, M0 and M2 are respectively the
penta and tridiagonal matrices of order m×m of the form

M0 =
1
h4


7 −4 1 0 . . . 0
−4 6 −4 1 . . . 0
1 −4 6 −4 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . 7

 , M2 =
1
h2


−1 1 0 0 . . . 0
1 −2 1 0 . . . 0
0 1 −2 1 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . −2

 .

The bifurcation points of two algebraic simple eigenvalue curves are in (−9π4, 5π2) and
(−64π4, 10π2).

4 Conclusion

Calculation of partial derivatives of matrix determinant involved in (10) is an important task
to solve the system (10) to get bifurcation points. Moreover, to use numerical method in the
system (11), the coefficient matrix A(λm, µm) need to be nonsingular. It follows from Theorem
2 that the nonsingularity of the matrix in the equation (22) at simple eigenvalue implies that
the coefficient matrix is also nonsingular.
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